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}Chinese Dark Chess : a two - player zero sum 
game with incomplete information, a variant 
of Chinese Chess  

 

}MCTS : a well - known tree search algorithm for 
the computer game field, especially for Go  

 

}Try to use MCTS to Chinese Dark Chess  
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King  
Level 1  
(Highest)  

Guard  
Level 2  

Minister  
Level 3  

Rook  
Level 4  

Knight  
Level 5  

Cannon  
Level 6  

Pawn 
Level 7  
(Lowest)  
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The First Player  

Takes Red 

The Second 
Player 

Takes Black  

My Turn!  

My Turn!  Oh! No!  
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}The state space complexity :  
 

ς
σςȦ

υȦςȦ
ḙρπ 

 
}The game tree complexity :  

 
σςḙρπ  

 
}However, CDC is a partially observable game...  
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}Definition 1.  
ƁThe variable n is the piece number remaining on 

the position  

 

Ɓn = n r + n f  

 

Ɓnr is the number of revealed pieces  

 

Ɓn f is the number of unknown pieces  
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}Definition 2.  
ƁThe variable n t is the number of piece types that are 

still unknown.  

 

ƁEx. n t = 14 in the beginning of a game.  
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}Definition 3.  
Ɓb = M(p) + R(p)  

 

Ɓp is the current position  

 

ƁM(p) is the number of nodes for computing moving 
actions in position p 

 

ƁR(p) is the number of nodes for computing flipping 
actions in position p 

 

ƁA position p at least contains information about n r, n f , n t  
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}Hence the upper bound of the number of 
moving actions : τὲ ψ 
 
}the number of valid moves of a player as M(p ) 

 

ςὲ τ  

 

}Ὑὴ ὲ ὲz 

 

}ὦ ςὲ ὲ ὲz τ 
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}Three assumptions  
Ɓanalyzed games are reasonable games, not 

randomly generated positions,  

 

Ɓwhen there are 32 -  n f pieces revealed, half of the 
revealed pieces are captured  

 

Ɓthe revealed pieces are uniformly distributed 
among all pieces.  
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Above complexity analysis of Chinese Dark Chess references  
 
B. N. Chen,  B.- J. Shen, and T. S. Hsu. òChinese Dark Chess,ó ICGA 
Journal.  vol. 33, No.2, pp. 93 ð106, 2010.  
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Games Log(state-space) Log(game tree size) 

Nine Men's Morris 10 12 

Connect-four 14 21 

Checkers 21 31 

Othello 28 58 

Renju(15x15) 105 70 

Go-Moku(15x15) 105 70 

Hex(11x11) 57 98 

Chess 46 123 

Chinese chess 48 150 

Shogi 71 226 

Go(19x19) 172 360 



 

 

 

}In the beginning stage,  

  the branching factor is  

  32Ž14 (=448),  

  bigger than Go (361)  
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}Moving action and flipping action  

}Key Point : move, or flip? How to measure / 
decide? 

}Classical program : min - max search, -̗  ̘
pruning and additional part to deal with the 
flipping action  

}Our method : MCTS(with some modification)  
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}Monte Carlo Method  

}Upper Confidence Bound  

}Upper Confidence Bound for Tree Search  

}Simulation  

}Features of MCTS  
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}Simulate one time = play a game, and get the 
result  

2012/9/17  AILAB Cheng - Wei Chou ( ) 21  



}Measure the situation : simulate N times and 
calculate the winning rate  
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Winning rate = 45 / 100 
= 0.45  
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